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In this article we review state-of-the-art con-
cepts of space mapping and place them con-
textually into the history of design optimiza-
tion and modeling of microwave circuits. We
formulate a generic space-mapping optimiza-

tion algorithm, explain it step-by-step using a sim-
ple microstrip filter example, and then demonstrate
its robustness through the fast design of an interdig-
ital filter. Selected topics of space mapping are dis-
cussed, including implicit space mapping, gradient-
based space mapping, the optimal choice of surro-
gate model, and tuning space mapping. We consid-
er the application of space mapping to the modeling
of microwave structures. We also discuss a software
package for automated space-mapping optimization
that involves both electromagnetic (EM) and circuit
simulators.

A Brief History of Microwave CAD

Early Developments
In 1967, in a benchmark paper [1], Temes and
Calahan presented an extensive and detailed review
of general-purpose optimization algorithms useful
for computer-aided network design. They provided
state-of-the-art examples of network optimization
through specialized iterative techniques. Their
paper was the first comprehensive review of its
kind. In ensuing years, Bandler [2], [3] systematical-
ly treated the formulation of error functions with
regard to design specifications. He explored least pth
and minimax objectives, nonlinear constraints, gra-
dient and direct search methods, as well as adjoint
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circuit sensitivity analysis techniques suitable for
microwave circuit simulation and design.

The complexity of microwave devices has continued
to increase, especially after the emergence and produc-
tion of monolithic microwave integrated circuits
(MMICs) [4] in the 1970s. Bandler et al. [5] demonstrat-
ed the automated optimization of a large-scale design
of a 12-GHz multiplexer with 16 channels and 240 non-
linear design variables. In a 1988 review paper, Bandler
and Chen [6] emphasized optimization-oriented
approaches to deal more explicitly with process impre-
cision, manufacturing tolerances, model uncertainties,
measurement errors, and so on, approaches well suited
to yield enhancement and cost reduction for integrated
circuits. Bandler and Salama [7] addressed circuit tun-
ing for postproduction alignment.

Credit for the first commercial microwave circuit
optimization software should be given to Les Besser for
his COMPACT (Computer Optimization of Microwave
Passive and Active CircuiTs) in 1973. Its successor,
SuperCOMPACT, became an industry standard [8].
EEsof (now Agilent Technologies) launched its circuit
simulator TOUCHSTONE in 1983. In 1985, Bandler
introduced powerful minimax optimizers into EEsof’s
TOUCHSTONE. TOUCHSTONE evolved into Libra
after harmonic balance simulation was added [8].

Techniques for design centering, tolerance assign-
ment, worst-case and statistical design, and postpro-
duction tuning evolved during the 1970s [9], peaking
in the late 1980s when Optimization Systems
Associates (OSA) introduced yield-driven design into
SuperCOMPACT. EEsof followed suit with yield-dri-
ven design options. The 1980s also saw advances and
robust implementation in software of gradient-based
algorithms for minimax, l1, and l2 optimization [6].

Meanwhile, during the 1980s, Ansoft Corporation,
Hewlett-Packard, and Sonnet Software embarked on the
development of simulators that solved Maxwell’s equa-
tions for complex geometries. Denoted EM simulators or
solvers, they were originally applied to obtain accurate sim-
ulations or validations of complex microwave structures.

EM-Based Optimization
The idea of employing EM solvers for direct optimal
design attracted microwave engineers. However, EM
solvers are notoriously CPU-intensive. As originally con-
strued, they also suffered from nondifferentiable
response evaluation and nonparameterized design vari-
ables that were discrete in the parameter space. Such
characteristics are unfriendly to available efficient gradi-
ent optimization algorithms. To alleviate this, Bandler et
al. proposed some breakthrough techniques, such as the
utilization of databases [10]–[12], the Datapipe concept
[10], multidimensional interpolation [11]–[13], geometry
capture [11], [12], [14] for parameterization, and the prag-
matic idea of the simulation grid. Formal EM optimiza-
tion of planar and three-dimensional (3-D) microwave
structures has been reported since 1994 [15]–[18].

In 1990, through Optimization Systems Associates,
Bandler introduced OSA90, the world’s first friendly
microwave optimization engine for performance-dri-
ven and yield-driven design. It incorporated state-of-
the-art microwave circuit simulation and optimization
algorithms. It provided an interface to external simula-
tors, circuit based or EM based. In Swanson’s words,
“[OSA90 is] the first commercially successful optimiza-
tion scheme which included a field-solver inside the
optimization loop” [19], [20]. The success of OSA’s tech-
nology and software prompted HP (now Agilent
Technologies) to acquire OSA [21]. 

Our goal is to find a fine model optimal solution

x� = arg min
x

U(Rf (x)). (1)

Here, the fine-model response vector is denoted by Rf ,
e.g., |S21| at selected frequency points. The fine-model
design parameters are denoted x. U is a suitable objective
function. In microwave engineering, U is typically a mini-
max objective function with upper and lower specifications
[2], [3], [6]; x� is the optimal design to be determined.

Generic space mapping uses the following iterative
procedure to solve (1):

xk+1 = arg min
x

U(Rs(x, pk)) (2)

where Rs(x, p) is a response vector of the space-
mapping surrogate model with x and p as the design

variables and model parameters, respectively. In
implicit space mapping [31], the model parameters
are the so-called preassigned parameters. Parameters
pk are obtained at iteration k using the parameter
extraction procedure

pk = arg min
p

k�

j=0
wj�Rf (x

k) � Rs(xk, p)� (3)

in which we try to match the surrogate to the fine
model. wj are weighting factors that determine the
contribution of previous iteration points to the para-
meter extraction process [39]. The surrogate model
is normally the coarse model Rc composed with
suitable transformations; e.g., the input space-map-
ping surrogate is defined as a linear distortion of
the coarse model domain:
Rs(x, p) = Rs(x, B, c) = Rc(B • x + c) .

The Space-Mapping Optimization Algorithm
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Nevertheless, the successful interconnection of EM
solvers with powerful optimization techniques only
partially solved the EM-based design bottleneck, since
EM simulation remained CPU-intensive. Thus, conven-
tional mathematical optimization algorithms insuffi-
ciently satisfied the microwave community’s ambitions
for automated EM-based design optimization. In the
1990s, EM modeling and optimization were explored
through novel technologies such as response surface
modeling [13], model-reduction techniques [22], and
artificial neural networks [23].

Space Mapping
In 1994, Bandler et al. [24] proposed a simple but effec-
tive idea to automatically mate the efficiency of circuit
optimization with the accuracy of EM solvers. The idea
was to map designs from optimized circuit models to
corresponding EM models. Clearly, discrepancies were
expected. A “parameter extraction” step calibrated the
circuit solver against the EM simulator so that observed
differences between the EM and circuit simulations
were minimized. The circuit model (surrogate) was
then updated with extracted parameters and made
ready for subsequent efficient optimization.

This methodology is named space mapping. It uti-
lizes a “coarse” model (analytical approximation of
the physics of the device under investigation) to
obtain a near optimal design of an accurate EM-based
“fine” model. The coarse model may be a circuit sim-
ulator such as Agilent ADS [25]. The fine model is nor-
mally an EM simulator based on the method of
moments (MoM) (e.g., Agilent Momentum [26] and
Sonnet em [27]), finite element (e.g., Ansoft HFSS [28]),
FDTD (e.g., FEKO [29]), or TLM (e.g., MEFiSTo [30]).
See Figure 1. A link or mapping between the fine and
the coarse models is established and updated through
a parameter extraction process. The mapped coarse
model or updated surrogate may be re-optimized to
obtain a new design.

Space-mapping optimization belongs to the class of
surrogate-based optimization methods [32], which gener-
ate a sequence of approxima-
tions to the objective function
and manage the use of these
approximations as surrogates
for optimization. In microwave
and RF engineering, surrogates
that can be efficiently opti-
mized include lumped or dis-
tributed element equivalent
circuit models (companion
model [33]), EM scattering
matrix models with tuning
ports [34], [35], circuit models
with embedded EM compo-
nents [36], or interpolated
coarse-grid EM models [37].

Surrogate-based optimization has become an EM
optimization approach of choice: in [38] Rautio said,
“Today, I find that most designers use either a tuning
methodology, a companion modeling methodology, or
some combination of the two to tune the final design
with EM analysis.”

In this Article
We organize our article as follows. In the next section,
we recall the concept of space mapping and formulate
the space-mapping optimization algorithm. We also
explain and illustrate the space-mapping optimization
process using a simple bandstop microstrip filter exam-
ple. Then, we demonstrate the robustness of this tech-
nology through an accurate design of an interdigital fil-
ter. The subsequent sections contain an exposition of
selected topics and recent developments in space-map-
ping technology, including implicit and output space
mapping, gradient-based space mapping, as well as
tuning space mapping. We also discuss the issue of an
optimal choice of surrogate model to be used in space-
mapping optimization, the implementation of space
mapping in device modeling, as well as the Space
Mapping Framework (SMF)—a user-friendly space-
mapping software system.

Space Mapping Optimization

Space-Mapping Optimization Concept
The formulation of the space mapping optimization
algorithm [39] is presented in “The Space-Mapping
Optimization Algorithm” [31], [39]. Our goal is to
obtain the fine model optimal design without direct
optimization of the fine model. Instead, we want to
use the surrogate model; i.e., the coarse model com-
posed with suitable auxiliary mappings. The values of
the relevant parameters of these mappings are updat-
ed during each iteration of the algorithm using a so-
called parameter extraction procedure in order to
obtain as good a match between the surrogate model
and the fine model as possible. The surrogate model is

Figure 1. Space-mapping implementation concept [31].
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then optimized and its optimal solution is considered
to be a new design. Parameter extraction and design
updating are performed solely on the surrogate model
so that both require little computational overhead
since the coarse model is assumed to be substantially
cheaper than the fine model. The fine model is only
evaluated at the new design for verification purposes
and also to provide data for the next iteration of the
algorithm. Typically, fine model sensitivity is not
involved in the process.

A crucial prerequisite is that the coarse model is
physically based; i.e., it describes the same physical
phenomena as the fine model, however, with less accu-
racy. Due to this, the space-mapping surrogate has
excellent generalization properties even if it is estab-
lished using a small amount of fine model data, and the
space-mapping optimization process yields satisfactory
results after only few evaluations of the fine model.

Bandstop Filter Illustration
In order to illustrate the space-mapping concept let us
consider a simple bandstop microstrip filter shown in
Figure 2(a). We have one design parameter, the stub
length L. The goal is to find L so that the center fre-
quency of the filter is 5 GHz. The fine model is simulat-
ed in FEKO [29]. According to the space-mapping
approach, instead of performing direct optimization of
the fine model, we want to employ a fast surrogate
model instead. The surrogate is based on the coarse
model shown in Figure 2(b), which is a circuit equiva-
lent of the structure in Figure 2(a) and is implemented
in Agilent ADS [25] with the simplest form of input
space mapping [39]. In particular, the surrogate is the
coarse model with the design parameter L being
replaced by L + �L, where �L is a shift that is intro-
duced and adjusted at each iteration to align the fine
and surrogate model responses for a given L.

The process of space-mapping optimization of our
filter is explained in Figure 3. We start from the optimal
solution of the coarse model (�L = 0), which is 5.6329

mm. We can observe [Figure 3(a)] that there is mis-
alignment between the coarse and fine model respons-
es. Also, the center frequency of the filter is 4.896 GHz
instead of the required 5.000 GHz. One should note that
even the initial guess is not bad, because it was
obtained as an optimal solution of a physically based
coarse model. The shift �L is adjusted to 0.120 mm in
the parameter extraction process [Figure 3(b)] so that
the misalignment between the fine and surrogate mod-
els is reduced. Note that a very good overall match is
actually obtained, which is, again, because of the fact
that the coarse model is physically based. The next step
is the surrogate model optimization [Figure 3(c)], in
which the length of the surrogate model stub is opti-
mized to obtain the center frequency of 5 GHz. The new
L = 5.5129 mm is now applied to the fine model. The
corresponding center frequency of the filter is 4.999
GHz. Thus, an almost perfect design has been obtained
in a single iteration of the space mapping algorithm;
i.e., two evaluations of the fine model.

The design can be further improved by applying the
second iteration of the algorithm, which is illustrated in
Figure 3(d) and (e). The final design is L = 5.5119 mm,
and the corresponding center frequency is exactly 5
GHz as required. 

For comparison purposes, we also performed direct
optimization of our filter using Matlab’s fminimax rou-
tine [40]. Direct optimization of the fine model requires
63 fine model evaluations and yields the same design as
the one obtained with the space-mapping algorithm.
Thus, space mapping allows us to optimize a design
substantially faster than the classical, gradient-based
method. The principal reason is that the space mapping
exploits knowledge embedded in a physically based
coarse model. This knowledge allows us to obtain good
global or quasi-global matching between the fine model
and the surrogate with a small amount of fine model
data and approach the optimal fine model design
quickly, typically after a few iterations of the space-
mapping algorithm.

Figure 2. Simple bandstop microstrip filter: (a) geometry and (b) coarse model (Agilent ADS).
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Figure 3. Space-mapping optimization of the bandstop filter; white and black rectangles represent the coarse and the fine
model stub, respectively. Fine and coarse model responses on the plots are represented by solid and dashed lines, respectively:
(a) initial design L = 5.6329 mm (coarse model optimal design), center frequency of the filter is f0 = 4.896 GHz; (b) parame-
ter extraction: �L is adjusted to 0.120 mm in order to align the coarse model response with the fine model response; (c) surro-
gate model optimization: L of the coarse model is optimized so that the center frequency of the model at L + �L is 5 GHz; the
new L is 5.5129 mm and the filter center frequency is now 4.999 GHz; (d) second iteration (parameter extraction): �L is re-
adjusted to 0.121 mm; (e) second iteration (surrogate optimization): the final L is 5.5119 mm and the center frequency of the
filter is 5.000 GHz, as required.
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